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Overview

1 Overview

The software described in this document is designed for use with Intel” Rapid Storage Technology
enterprise (Intel” RSTe). Intel” RSTe will provide added performance and reliability for supported systems
equipped with Serial ATA (SATA) devices, Serial Attached SCSI (SAS) devices, and/or solid state drives
(SSD’s) to enable an optimal enterprise storage solution. It offers many value-add features such as RAID
and advanced SAS* and/or SATA* capabilities for the Microsoft Windows*, Linux* and other operating
systems.

1.1  Supported Hardware

This manual covers the software stack that is shared across Intel” C600 series chipset based server
products:

Intel” Server Board S1400FP
Intel” Server Board S1400SP
Intel® Server Board S2600CO
Intel” Server Board $2400SC
Intel” Server Board S2400EP
Intel” Server Board S2600WP
Intel” Server Board S2400LP
Intel” Server Board S1600JP
Intel” Server Board S2400BB
Intel” Server Board $2400GP
Intel” Server Board S2600CP
Intel” Server Board S2600GZ/GL
Intel” Server Board S26001IP
Intel” Server Board S2600JF
Intel” Workstation Board W2600CR

1.2 Supported Operating Systems

Intel” provides drivers for the following operating systems:

Microsoft Windows Server 2008*
Microsoft Windows Server 2008* R2
Microsoft Windows 7*

Microsoft Windows Server 2003* x64

1.3 Software and Utilites

Intel® RSTe includes a set of software and utilities to configure and manage RAID systems. These include:

1.3.1 Pre-boot software

= Intel” RSTe RAID Legacy Option ROMs — There are two pre-boot based Option ROMs (including a
RAID Pre-boot configuration utility). One for the AHCI (Advance Host Controller Interface) controller
and the other for the SCU (Storage Controller Unit) controller.

= Intel® RSTe RAID UEFI (Unified Extensible Firmware Interface) Drivers — There are UEFI drivers for
AHCI and SCU, and UEFI mode command line utilities for AHCI and SCU (named RCFGSCU.efi
and RCFGSATA.efi) to provide a RAID Pre-boot configuration environment.

1.3.2 Operating System running time software

= Intel® RSTe operating system AHCI/RAID driver. This driver will manage/control the SATA devices
attached to the AHCI controller configured in either AHCI mode (pass-through) or RAID mode.
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1.4

Note: The server system’s BIOS SETUP utility is used to select either AHCI or RAID modes for the AHCI
controller.

= Intel” RSTe operating system SCU/RAID driver. This driver provides a simple non-RAID (pass-
through) as well as a full RAID solution. This will manage/control the SAS/SATA devices attached to
the SCU ports.

Note: The SCU controller will only have a RAID mode. Consequently, when booting from the SCU
controller, the SCU pre-boot driver (Legacy OROM or UEFI driver) will be required.

= Intel® RSTe GUI (Graphical User Interface). This is an application that can be used to manage RAID
arrays and volumes on drives attached (only) to the AHCI and SCU controllers.

= Rsteli/rsteliod

=  CIM plugin for Windows*

Features Introduction

Some of the RAID features supported by Intel” RSTe include RAID level 0 (striping), RAID level 1
(mirroring), RAID level 5 (striping with parity) and RAID level 10 (striping and mirroring).

The new features introduced with Intel® RSTe include but are not limited to:

RAID support for SAS devices

SCU support for RSTe RAID 0/1/5/10
Pass-through drives

Hot Plug with 1/O

Hot Spare Disk

Auto Rebuild on Hot Insert

Rebuild & Migration Check Pointing
NCQ (SATA) and CQ (SAS) support
UEFI using common metadata

SAS Expanders

SMART Support

Bad Block Management

SAS & SATA controller configuration rules
SAS & SATA drive roaming

RAID Volume roaming between Linux* and Windows*
On Line Capacity Expansion

Large Stripe Size Support

RAID-Ready

Disk Coercion

Manual & Auto Rebuild

Instant Initialization

Patrol Read

SGPIO for SAS & SATA

volume creation/verify

Selectable Boot Volume

Email Alerting

CIM

RAID Level Migration (RAID 0, 1, or 10 to RAID 5)
Dirty Stripe Journaling

Partial Parity Logging (PPL)

Verify and Repair

Auto Rebuild on Hot Insert
Install/Uninstall Utility

=  Configuration and Management Utilities
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RAID Features

2 RAID Features

2.1
211

This section provides more detailed description of Intel” RSTe features.

Intel® RSTe Pre-boot Package
Intel® RSTe SATA RAID Legacy Option ROM

The Intel” RSTe will support an SATA RAID Legacy Option ROM. The BIOS configuration utility may
provide an option to select the AHCI controller as the boot controller. When the system is configured to
boot from the AHCT controller in RAID mode, the Intel” RSTe AHCI RAID Legacy Option ROM will be
loaded and will provide the interface to the drives attached to the AHCI controller. The Intel® RSTe SATA
RAID Legacy Option ROM will only support drives directly attached to the AHCI controller.

While booting, a BIOS Splash Screen will appear on the display (provided that there are a least two drives
attached) that will show what is attached to the AHCI controller. There is also an option to stop the booting
process and enter into the Intel” RSTe SATA RAID Legacy Option ROM user interface. This is done by
pressing the [CTRL]-I key combination. Once entered, user interface will allow the user to
create/manage/delete RAID volumes on drives attached to the AHCI controller. This is mainly used to
create a RAID volume that can be used as the system OS boot device.

2.1.2 Intel® RSTe SCU RAID Legacy Option ROM

Intel” RSTe will provide support for an SCU RAID Legacy Option ROM. The BIOS configuration utility
may provide an option to select the SCU controller as the boot controller. When the system is configured to
boot from the SCU controller, the Intel” RSTe SCU RAID Legacy Option ROM will be loaded and will
provide the interface to the drives attached to the SCU controller. The Intel® RSTe SCU RAID Legacy
Option ROM will only support drives directly attached to the SCU controller.

While booting, a BIOS Splash Screen will appear on the display (provided that there are a least two drives
attached) that will show what is attached to the SCU controller. There is also an option to stop the booting
process and enter into the Intel” RSTe SCU RAID Legacy Option ROM user interface. This is done by
pressing the [CTRL]-I key combination. Once entered, the user interface will allow the user to
create/manage/delete RAID volumes on drives attached to the SCU controller. This is mainly used to create
a RAID volume that can be used as the system OS boot device.

2.1.3 Intel® RSTe SATA RAID UEFI Driver

Intel” RSTe will provide support for an SATA RAID UEFI driver. This driver will provide the interface
driver to the drives connected to the AHCI controller. The Intel” RSTe SATA UEFI RAID Driver will
support only drives directly attached to the AHCI controller

2.1.4 Intel® RSTe SCU RAID UEFI Driver

Intel” RSTe will provide support for an SCU RAID UEFI driver. This driver will provide the interface
driver to the devices connected to the SCU controller. The Intel® RSTe SCU RAID UEFI Driver will
support directly attached drives and will provide at least one level of SAS expander support.
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2.2

2.2.1

Intel® RSTe Configuration Tools

The Intel® RSTe will support multiple ways for OEMs/ODM:s and users to manage RAID arrays and
volumes. There is a Pre-boot package, factory installation utilities and an optional end user GUI tool.

Intel® RSTe UEFI Command Line Interface (CLI) Utility

Intel” RSTe will provide support for a UEFI command line interface utility. An Intel” RSTe UEFI
Command Line Interface (CLI) utility will be made available to manage RAID volumes when booted into
the UEFI environment. The Intel” RSTe UEFI CLI utility will need to be launched from USB drive.

This Intel® RSTe UEFI CLI utility will provide a command line interface to the user to allow to
create/manage/delete RAID volumes on drives attached to either the AHCI or SCU controllers. The utility
will access the appropriate controller and is available when they system boots into the UEFI environment.
This is mainly used to create a RAID volume that can be used as the system OS boot device.

Note: When the system is configured to boot using UEFI, the user must boot into the UEFI environment to manage
the RAID volumes (check the status, initiate rebuilds, expand,and so on). RUN OFF OF A USB KEY

2.2.2 Intel® RSTe Rstcli Utility

Intel” RSTe will provide support for a UEFI base command line utility that can be used in conjunction with
the Legacy Option ROMs. There will be one Intel” RSTe RSTCLI utility for the AHCI controller and one
for the SCU controller. The utility is accessed through UEFI bootable media (floppy drive or USB drive)
and provides basic support for creating and managing RAID arrays and volumes without a dependency on
the system OS being installed. (That is, a factory environment that builds both Windows* and Linux*
systems. Not all features will be supported at the launch of Intel” RSTe.)

2.2.3 Intel® RSTe Command Line Interface (CLI) Application and
Linux* systems

Intel * RSTe will provide support for a command line application that can run under a Windows* command
prompt and/or a Windows* PE environments and. This application can be used to perform basic RAID
operations (similar to the Rstcli utility) on the platforms that have or will have Intel” RSTe installed. Intel”
RSTe CLI provides basic support for creating and managing RAID arrays and volumes without a
dependency on the system OS being installed. (That’s is, a factory environment that builds both Windows*
and Linux* systems)

2.2.4 Intel® RSTe Graphical User Interface (Intel® RSTe GUI)

2.3
2.3.1

Intel” RSTe will provide support for a graphical user interface for management of RAID arrays and
volumes. The Intel” RSTe GUT is used to manage RAID arrays and volumes on the devices attached to the
ACHI and/or SCU controllers. It will be able to distinguish between direct attached devices and expander
attached storage devices (expanders are only supported on the SCU controller.

Intel® RSTe Management Tools

Common Information Model (CIM)

Intel” RSTe will support an industry standard management API based on CIM model and Storage
Management Initiative Specification (SMIS) specification. Samples of the CIM Profiles that will be
included in the initial Intel” RSTe release are as follows:

=  Host hardware raid controller profile
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Block services profile

Physical asset profile

Software inventory profile
Generic initiator ports profile
Direct attached target ports profile
Job control profile

Indication profile

Intel” RSTe will support an industry standard management API based on CIM model and Storage
Management Initiative Specification (SMIS) specification (Linux).

This feature will be supported on platforms that have installed Linux, Windows 7* and Windows 2008* GA
and R2.

2.3.2 Common Storage Management Interface (CSMI)

Intel” RSTe will support the Common Storage Management Interface (CSMI) for reporting RAID
configurations and SMP, SSP, STP pass through.

2.4 Intel® RSTe System Configurations supported

This section addresses to physical components of the system configuration supported by Intel* RSTe.

2.4.1 SCU and AHCI Controller Support

= Intel” RSTe will provide support for managing RAID volumes on drives attached to the AHCI ports.
= Intel” RSTe will provide support for managing RAID volumes on drives attached to the SCU ports.

2.4.2 SAS Expander Support

Intel” RSTe will support expanders attached to the SCU controller (provide external HW drive and
expander compatibility list). Intel” RSTe will not support the use of port multipliers on either the AHCI or
SCU controller.

2.4.3 Pass-through drives
Intel® RSTe will support the ability to expose non-RAID configured disks (pass-through) to Host OS.

2.4.4 SCU Controller RAID Management Limitations

Intel” RSTe will support the RATD management of up to 32 physical drives attached to the SCU controller.
Drives added beyond this limitation (up to a total of 128 drives) will be supported as pass-through drives
but will not be validated as part of supported RAID array configurations. The Intel® RSTe GUI will allow
up to 8 RAID volumes to be created across the 32 drives. For example, a RAID array that encompasses all
32 drives will result RAID volume limitation of up to 2 volumes (Matrix RAID allows 2 RAID volumes
per RAID array).

No OS based software RAID (non-Intel” RSTe) limitations are imposed.

2.4.5 Hot Plug

Intel” RSTe will support the ability Hot Plug (remove and replace) disk drives on the AHCI controller
whether or not I/O is being processed, provided that the capabilities are enabled in the BIOS.

Intel” RSTe will support the ability to Hot Plug (remove and replace) disk drives attached to the SCU
controller whether or not I/O is being processed.
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Note: The Hot Plug is not supported under Linux currently. Fix will be in future release.

2.4.6 SCU & AHCI drive roaming

Intel” RSTe will support the ability to move RAID volumes on SATA drives between the AHCI and SCU
controllers and have RAID arrays and volumes recognized, available and bootable from the common
metadata.

2.4.7 Volume Roaming between Linux* and Windows*

Intel” RSTe will support the ability to move RAID data volumes (configured appropriately) between
Linux* and Windows* environments and the RAID data volumes will be recognized and available for use.

2.4.8 SGPIO on AHCI Controller

Intel” RSTe will support enclosure management, compliant to SFF-8485, to identify drive location or unit
failures on the AHCI controller.

2.4.9 SGPIO on SCU

Intel” RSTe will support enclosure management, compliant to SFF-8485, to identify drive location or unit
failures on the SCU.

2410 NCQ (AHCI) and CQ (SCU) support

Intel” RSTe will support Native Command Queuing (SATA AHCI) and Command Queuing (SAS SCU).

2.4.11 SCSI Enclosure Service (SES) v2

Intel” RSTe will provide support management of enclosures that are compliant with SES (SCSI Enclosure
Services) v2 attached to the SCU controller. Intel” RSTe will also support in-band management to SES
compliant expanders attached to the SCU.

Note: SES is not supported under Windows™* and will be supported in a future release of Intel* RSTe.

2.5 Software RAID Functional Support

This section will focus on RAID specific features unless the particular requirement specifies differently.

2.5.1 Matrix RAID

Intel” RSTe will support up to two logical RAID volumes on the same array. A RAID array simply refers to
the set of disk drives that can be formed into a RAID volume.

2.5.2 RAID 0/1/5/10 Volumes

Intel” RSTe will support base level RAID volumes on both drives connected to the AHCI or SCU
controllers. RAID volume spanning across the AHCI and SCU controllers is not supported. SAS RAID 5 is
not supported on SCU controller.
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2.5.3 Simultaneous RAID Arrays

Intel” RSTe will provide support for RAID volume management on disks attached to the SCU controller
separate from disks attached to the AHCI controller. However, Intel” RSTe will provide support for
simultaneous RAID management on both.

2.5.4 Disk Coercion

Intel” RSTe will provide support for Disk Coercion. When a RAID volume is created, this feature will
analyze the physical disks and will automatically adjust (round down) the capacity of the disk(s) to 97% of
the smallest physical disk. This allows for the variances in the physical disk capacities from different
vendors.

2.5.5 Hot Spare Disk

Intel” RSTe will support the ability to set a drive as a hot spare that would automatically be used to rebuild
a failed or degraded RAID volume without any user interaction. This applies to both the AHCI and SCU
controllers.

2.5.6 Auto Rebuild on Hot Insert

Intel” RSTe will support the ability to initiate an automatic RAID rebuild when a physical disk of the
appropriate size is hot inserted into the same directly attached port that the failed drive was removed from.
When configured appropriately, if a RAID volume issue occurs (failure, degradation, or SMART event)
and the questionable drive is hot removed, if a drive of the appropriate size (new or and from an off-line
RAID volume) is hot inserted into that same port, the volume will be rebuilt on the inserted drive.

2.5.7 Manually Invoked Rebuild

Intel” RSTe will provide a manual method to initiate a RAID volume rebuild if a hot spare has not been
configured or is not available.

2.5.8 RAID SMART Support

Intel” RSTe will provide support for SMART Alerts for SAS and SATA disks. A SMART drive event
response alert on failure will initiate rebuild to hot spare disk.

2.5.9 RAID-Ready Mode

A RAID-Ready system refers to a system that has been configured to support Intel” RSTe. The system
BIOS has the appropriate pre-boot drivers and has been configured for RAID mode. RAID mode can be
either:

= The system is configured to boot off the AHCI controller and it is in RAID mode
=  The system is configured to boot off the SCU controller

Intel” RSTe will support an Intel” C600 series chipset based platform configured in RAID-Ready mode.

2.5.10 RAID Volume Creation with Data Preservation

Intel” RSTe will support the ability to preserve the data from one of the disks used for the volume creation.
A non-RAID disk can be migrated to a RAID volume while retaining the existing data on that disk.

Note: When creating a system boot volume, the maximum stripe size supported is 128K.
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In a RAID-Ready configuration, the user can take their single system drive and turn it into a supported
RAID volume by using the Intel” RSTe GUI application. This process does not require the reinstallation of
the operating system. All applications and data will remain intact.

The following are examples of RAID level creations that will be supported by Intel® RSTe:

= Individual pass-through to 2 16 drives for RAID 0
= Individual pass-through to 2 drive RAID 1

= Individual pass-through to 4 drive RAID 10

= Individual pass-through to 3 to 6 drive RAID 5

2.5.11 Instant Initialization

Intel” RSTe allows a newly created volume to be used immediately (no reboot required), protecting newly
written data and creating parity data concurrently.

For a RAID 5 configuration that consists of 3 or 4 drives, the RAID volume will be shown as normal as
soon as the volume is created. Parity will be computed and written with every RAID 5 write activity. For a
RAID 5 configuration that consists of 5 or more drives, the parity initialization will begin as soon as the
volume is created. This is done to improve the operational performance of RAID 5 volumes.

2.5.12 RAID Level Migrations

The RAID level migration feature in Intel” RSTe product enables and provides the ability to convert the
contents of a drive (attached to the AHCI or SCU controller) into a RAID volume (RAID 0, RAID 1, RAID
5, or RAID 10 ). The RAID level migration feature also supports the ability to migrate from a one RAID
volume to another.

The size of the hard drives determines how much time is required to complete the migration but the system
will remain fully functional during the migration process. The only limitation is that some disk-intensive
tasks may have slower performance during a RAID migration.

Note: Single volume per array only. This is dependent on required capacity and implicit array expansion.

The following are some examples of RAID level migrations supported by Intel” RSTe:

= N-drive RAID 0 to N+1 — 32 drive RAID 5 (where N can be 2 to 31)
= 2-drive RAID 1 to 3 - 32 drive RAID 5
= 4-drive RAID 10 to 4 - 32 drive RAID 5

2.5.13 RAID Reconfiguration (Stripe size)

Intel® RSTe will provide the ability to change stripe size on existing volumes (migration required). Intel”
RSTe will support a stripe size migration in conjunction with a RAID level migration.

Note: Migration supports stripe sizes for the respective RAID levels supported.

Stripe Size Support for (values are in Kilobytes):

= RAID 0 volumes — 4, 8, 16, 32, 64, 128, 256, 512, 1024
= RAID 10 volumes - 4, 8, 16, 32, 64, 128, 256, 512, 1024
= RAID 5 volumes - 4, 8, 16, 32, 64, 128, 256, 512, 1024

2514 Expanded Stripe Size

Intel” RSTe will support the ability to expand the RAID volume stripe size for the following RAID
volumes (values are in Kilobytes):
= RAID 0 volumes — 256, 512, 1024

= RAID 10 volumes — 256, 512, 1024
= RAID 5 volumes — 256, 512, 1024
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Online Array/Volume Capacity Expansion

Intel” RSTe will provide the ability to add new drives to an existing array and expand existing volumes
accordingly. This is supported only under RAID 0 and RAID 5.

2.5.16

Read Patrol

Intel” RSTe will provide support for Read Patrol, which checks the RAID volumes for errors that could
result in a failure. The checks are done periodically in background and will verify all sectors of all RAID
volumes that are connected to either the AHCI or SCU controllers. If an issue is discovered an attempt at
corrective action is taken. Read Patrol can be enabled or disabled manually. The background process begins
when there is no I/O to the RAID volume, though it can continue to run while I/O’s are being processed.

2.5.17

Verify and Repair

Intel” RSTe will provide support for Verify and Repair.

The RAID volume data verification process identifies any inconsistencies or bad data on a RAID 0, RAID
1, RAID 5, or RAID 10 volume.

The RAID volume data verification and repair process identifies and repairs any inconsistencies or bad data
onaRAID 1, RAID 5, or RAID 10 volume.

The following describes what occurs for each RAID level:

Table 1. Verify and Repair

RAID Level _ Verify Verify and Repair

RAID 0 Bad blocks are N/A
identified

RAID 1 Bad blocks are Bad blocks are reassigned
identified
Data on the mirror If the data on the mirror drive does not match the data on the
drive is compared to source drive, the data on the mirror is overwritten with the
data on the source data on the source.
drive.

RAID 5 Bad blocks are Bad blocks are reassigned
identified
Parity is recalculated If the newly calculated parity does not match the stored parity,
and compared to the the stored parity is overwritten with the newly calculated
stored parity for that parity.
stripe.

RAID 10 Bad blocks are Bad blocks are reassigned
identified
Data on the mirror is If the data on the mirror does not match the data on the
compared to data on source, the data on the mirror is overwritten with the data on
the source. the source.

2.5.18 Check Pointing

Intel” RSTe will provide the ability to perform Check Pointing to be able to track forward progress on read
patrol, array rebuilds and volume migration if interrupts occur. After resuming, the operation will restart
from the last valid stage reached.
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2.5.19 Bad Block Management

Intel” RSTe will provide support for Bad Block Management.

In the course of rebuilding a degraded RAID volume, where one of the member disks has failed or been
removed, and is being replaced by a ‘spare’ drive, the redundant contents of the other drive(s) are read and
then used to reconstruct data to be written to the spare drive. In case a read failure occurs sometime during
this rebuild process, the data to be written to the spare will not be available and therefore lost. In this
scenario, rather than mark the entire RAID volume as failed, we can mark only those sectors on the spare
that are known to have indeterminate data, in a log of such bad sectors. This bad block management log can
be used to reflect error status whenever any attempts are made to access those sectors of the spare.

2.5.20 Dirty Stripe Journaling

Intel” RSTe will provide support for Dirty Stripe Journaling (DSJ). DSJ is used to help speed up RAID 5
write power loss recovery by storing the write stripes that were in progress at the time of the failure. The
DSJ allows rapid recovery without having to rebuild the entire volume. The DSJ is only utilized when disk
write cache is DISABLED.

2.5.21 Partial Parity Logging (PPL)

Intel” RSTe will provide support for Partial Parity Logging (PPL). PPL is used to record the results of
XORing old data with old parity. PPL is currently saved as part of the RAID member information and is
only utilized when writing RAID 5 parity. It helps protect against data loss when a power failure or a
system crash occurs by allowing data to be rebuilt by utilizing the PPL information.

2.5.22 OS Installation

Intel” RSTe will provide the OS appropriate RSTe driver files required for installation during the OS setup
onto a drive or RAID volume attached to either the AHCI or SCU controllers.

2.5.23 Selectable Boot Volume

Intel” RST 3.0 will support the ability to select any volume as the OS boot volume. The OS installer will be
able to install the operating system onto RAID volume. There will be no need for RAID management (for
example, volume creation/deletion) support from within OS installer.

2.5.24 Auto Rebuild

Intel” RSTe will provide support for the ability to automatically rebuild a failed or degraded RAID volume.
This feature will begin when a member disk of the array has failed and a suitable replacement disk with
sufficient capacity is available. As soon as the failure occurs the rebuild process will begin automatically,
using the marked Hot Spare disk, without user intervention.

If a marked Hot Spare disk is not present, the automatic rebuild process will begin under the following
conditions:

= Another free disk is plugged into the same directly attached physical location as the failed drive

=  The newly inserted disk size is at least as large as the amount of space used per disk in the current
array

= The newly inserted disk must be the same type (SAS/SATA) as the disk being replaced or the rebuild
will not start.

= Ifthe newly inserted disk contains Intel” RSTe (or Intel” RST) metadata with current status of member
being offline or contains no Intel” RSTe (or Intel” RST) metadata.

=  The newly inserted disk has not reported a SMART event.
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The following table summarizes the functionality:
Table 2. Auto Rebuild

_ Controller Auto Rebuild Support Action
AHCI & SCU Previously marked Hot Spare | Rebuild starts when spare
available. found. This takes precedence
over auto-spare disk.
AHCI No Hot Spare previously No auto rebuild: Manual
marked steps required to rebuild
array using new disk
SCU Auto rebuild conditions Auto rebuild starts without
described above are met. any user intervention
SCU One or more of the above No auto rebuild: Manual
conditions was not met. steps required to rebuild

array using new disk

Automatic rebuild support will default to OFF for Intel® RSTe and can be enabled through the Intel® RSTe
GUL

2.5.25 Error Threshold Monitoring/Handling

Intel” RSTe will support the ability to initiate an automatic RAID rebuild to a marked hot spare drive in the
event of a drive SMART event alert that indicates a failure (Windows* only)

2.5.26 Unified Extensible Firmware Interface (UEFI)

Intel” RSTe will support UEFT for the SCU and AHCI controllers using common metadata.

2.5.27 Disk Write Cache

Intel” RSTe will support the ability to enable/disable Disk Write Cache through the Intel” RSTe GUI. Disk
Data Cache will be disabled by default.

Note: Enable Disk Write Cache will improve the disk performance but may cause unwritten cached data
loss if power is lost. Intel Corporation strongly recommends using an uninterrupted power supply (UPS).

2.5.28 RAID Volume Read Cache

Intel” RSTe will support the ability to enable/disable RAID Volume Read Cache through the Intel* RSTe
GUIL RAID Volume Read Cache will be enabled by default.

Note: Disable RAID Volume Read Cache will result in RAID logical drive performance drop.

2.5.29 Write Back Cache

Intel” RSTe will support the ability to enable/disable Write Back Cache through the Intel” RSTe GUI.
Write Back Cache will be disabled by default.
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Note: Enable Write Back Cache will improve the RAID logical drive performance but may cause unwritten
cached data loss if power is lost. Intel Corporation strongly recommends using an uninterrupted power
supply (UPS).

2.5.30 Volume Cache Increase

Intel” RSTe will increase the volume cache size to 16MB for SCU volumes and 16MB for AHCI volumes.

2.5.31 RAID Volume Size

Intel” RSTe will provide support for RAID volumes that are larger than 2 Terabytes.

2.5.32 RAID Boot Volume Size

Intel” RSTe will provide support for RAID Boot volumes that are larger than 2 Terabytes.

2.5.33 Disk Monitor Service

Intel” RSTe will support the ability to provide a disk monitoring service. The service will be active by
default and executed as a system service. The service will monitor the system for SMART and RAID
volume state changes events. The changes will be logged in the system log.

2.5.34 Failed Drive Reinsertion

Intel” RSTe will support the ability to recognize a failed drive re-inserted into the array. If able, Intel” RSTe
will attempt to rebuild the volume to that drive. If not able, Intel” RSTe will mark the drive accordingly in
the GUI.

2.5.35 Drives Supported

Intel” RSTe will provide support for current production SATA drives from “any” manufacturer on the
AHCI controller. There will also be support for drives that are larger than 2 Terabytes as well as drives that
support 4K B physical (512B logical) sectors.

Note: To select hard drives for Intel® Server Chassis and Intel® Server System, please use the Server Configurator
tool available at http://serverconfigurator.intel.com/default.aspx.

2.5.36 Safe Mode Support

Intel” RSTe will provide support for booting into Safe Mode for all supported OSs.

2.5.37 Non-Intel Controller Support

Intel” RSTe will not hinder, break or prevent operation of non-Intel” Controllers (SATA, PATA, SATA or
RAID).

2.5.38 Device Configuration

Intel” RSTe will support the ability, at initialization, to read the system registry to get configuration setting
in order to set the appropriate operational parameters.
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2.5.39 Power Management

The Intel” RSTe product will support all the necessary power management functions required by the OSs.

2.5.40 Staggered Spin-up

Intel” RSTe will provide support for staggered spin-up on the SCU controller for those hard drives that
support this feature.

2.5.41 Exporting SATA Drives on AHCI Controller

Intel” RSTe RAID Legacy Option ROMs will export those drives directly attached on a port order basis.
This will be for both the AHCI controller.

2.5.42 ATAPI

Intel” RSTe will provide support for ATAPI devices. Intel” RSTe RAID Legacy Option ROM will only
support HDD devices (not ATAPI).

2.5.43 Solid State Drives (SSD)

Intel” RSTe will support SSDs as if they are Hard Disk Drives.

2.5.44 AHCI Controller

Intel” RSTe will support TRIM on the AHCI controller in a non-RAID configurations.

2.5.45 SCU Controller

Intel” RSTe will support TRIM on the SCU controller in a non-RAID configurations.
2.6 Email Alerting and Notification

Note: This feature has a platform specific limitation. It is supported only on Intel® C600 series chipset based
platforms; not supported on legacy platforms/chipsets.

Intel” RSTe will support email notification of certain storage events (see Appendix A for supported events).
The Intel” RSTe UI will provide the interface for enabling/disabling and configuring the email notification
feature. The default setting in the Ul is ‘disabled’.

The email notification feature allows the user to configure the platform to send alert/notification emails for
each storage subsystem event that gets reported by the Intel® RSTe monitor service.

2.6.1 Configuration

The Intel® RSTe user application will provide the interface to allow the user to configure the email alert
notification feature from the Preferences tab of the UI (user must be logged on with administrative
privileges).
=  User can enable/disable the email notification feature
=  User can configure the level of storage system events to be sent by email notification (Storage system
Information, Warning, and/or Error). Any combination of the three alert levels can be configured to
trigger an email notification
= User can configure the email settings:
o SMTP host (required) - Port (required) - Return email address (required) - Recipient email
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addresses (one address required, up to 3 maximum)
=  User can configure the Email alert/notifications to send test emails to all addresses specitied

2.6.2 Email Message Format

=  Message header:
e Tteml. Return email address: email address of the originating computer
e Item2. Recipient email address: email address of computer receiving the email notification
¢ Item3. Subject: system formatted subject content with product name, the storage system event
level and the hostname of the originating computer
=  Message body:
o Ttem4. Log file text: contains the text of the event as it is displayed in the event log
¢ Item5. System report: contains the system configuration information of the originating
computer as seen in the Intel” RSTe GUI Preferences page.
=  Optional text:
¢ Item6. This section is blank unless the originating computer’s OS is in a language other than
English. If the originating computer sends items 4 and 5 in non-English, the English
translation of those two items will appear in this section (for test emails, only item 4 will be
translated here).

2.6.3 Protocol Support

Email alert shall support SMTP host & SMTP port.

2.6.4 Error Conditions

See Appendix A for list of supported storage events and their notification mechanism:

« In the event of an SMTP server failure, the system will immediately attempt 3 retries. If the retries are
unsuccessful, the system will discard the message without further attempts. The unsuccessful attempt will
be written to the NT Event log.

= In the event of an improperly formatted email address in the “To’ field, the alert will fail and the
failure will be written to the NT Event log.

= In the event of an improperly formatted email address in the “From” field, the alert will fail and the
failure written to the NT Event log.

= If the SMTP name entered during configuration is an invalid format, the alert will fail and the failure
written to the NT Event log.

2.7 Utilities

2.7.1 Install/Uninstall Utility

Intel” RSTe will be available through the use of an install package. The install package will automatically
install the proper RSTe driver and GUI that corresponds to the OS being installed on. There will also be a
mechanism available to uninstall the driver and GUI

Note: Great care must be taken when trying to perform the uninstall process. Removal of the driver could
result in a system crash that could require a complete reinstallation of the operating system.
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3 RAID OpROM Utility

This section provides an introduction to the Intel® RSTe OpROM Utility.

3.1 Enter Intel” RSTe OpROM Utility
1. To use Intel” RSTe, firstly ensure that the Intel” Server Board has RSTe enabled in its BIOS SETUP. To
enable it, press <F2> during server board POST, so as to enter BIOS SETUP. Go to Advanced — Mass
Storage Controller Configuration - SATA/SAS Capable Controller, and choose INTEL® RSTe.

fptio Setup Utilidy - Copyright 003 2010 - 2011 feericas Begatrends. I

SATAVERS Capakle Costrol ler [IRTEL(RY RiTel

Figure 1. Enable RSTe in BIOS Setup

Note: For Intel® Server Boards, it's recommended to disable Quiet Boot in Main Tab in BIOS SETUP, so as to
automatically show Intel® RSTe scanning process during POST. If Quiet Boot is enabled, remember to press ESC at
the beginning of each reboot to show Intel® RSTe scanning process during POST.

2. During the POST, When secing below screen indicating “Press <CTRL — I> to enter Configuration
Utility”, press <Ctrl — I > to enter the Intel” RSTe Configuration Utility.
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IntclfRY Rapid Storags Technologu enterprize — SCU Option ROH - 3.6.8. 1693
L dg it L) 3-11 Intel Corporation. AlL Kights Beseroed.

RAlh Uolumes:
Mone desf ined .

Phyzical Dbevices:

1]

TypesStatus({Unl ITND

Lo
H
i
1
H
T
1
i
1

= EHCIRE to enter Conf Dgu

Figure 2. Post Screen
3. Inside the Intel® RSTe Configuration Utility, use Up and Down arrow keys to select and option among 1.
Create RAID Volume, 2. Delete RAID Volume, 3. Reset Disks to Non-RAID, 4. Recovery Volume
Options, 5. Exit. Use <ESC> key to exit. Use <Enter> key to enter the selected menu.

Note: The functional keys on the keyboard are also indicated at the bottom of the screen. Always follow the hints
firom bottom of the screen whenever you don’t know which keys to press to make progress.

InkelCRY Rapid Storage Techonology enterprize — S0 Option ROH - 3.68.0, 18493
Copyr- ight(C) 2283-11 Intel Corporation. A1l Rightz Reserwed.
[ 1=

1. Create RATD Unlume 3. Re=et Tiz=ks to Hoo-RA 1D
2., D e RA LD Lo lume 4, Exit
| [
RALD Vo lumes:
Mome dest [ned .

Phyzicel Devices:
Serial #

JE1GT

ST 15AS

[T11-5elect [ESC1-Exit [EMTER]1-5elect Hemuw
Figure 3. Intel” RSTe Configuration Utility
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3.1.1 Create RAID Volume

1. Choose 1. Create RAID Volume and press <Enter> key, to enter the Create Volume Menu. To create a
RAID volume, you can use default name (Volume0) or type in a customized name of the volume.
Follow the HELP text on the screen to get more detailed introduction of this function.

IntelCRY Rapid Storage Technology enterprise - 5CH Option BOH - 3.68.0, 1693
Copyright (C) 26683-11 Intel Corporation. All Rights Reserued.

Haume: -
Rl Le 3 *IFIJ.II'EH.‘.'_'II.:-ip_.'I
- t Dizks
Strip 5 - 1 i
Copacity: 8.0 Gh

Create U lome

Enter a unigue wolume name that haz mo special characters and (=
16 characters or |

i [IRE1Me=t [ESCI-Frewviows Menw LENTER]-Sclect

Figure 4. Create RAID Volume 0

2. After inputting a volume name, press <Tab> key (or <Enter> key) to go to the next setting — RAID
Level. Use <Up> and <Down> arrow keys to change the RAID Level among RAIDO(Stripe),
RAIDI1(Mirror), RAID10(RAIDO+1), and RAIDS(Parity). Refer to the HELP text to get more details.

Imtel CHY Rapid Storage Technology enterprize - SCU Option AOM - 3.0.6.1693
Copyright (CY 200-11 Iwtel Corporation. ALl Rights Beseroed.
I 1

Hame:  Uplumed
RAID Leswel: (SEEENETESSESTEEN
¢ Belect Dizksx

|4

RATD @ Btripes data (perfoemanse)

[14ICham [ TAR1-H=xt [ESCI-Frevious Menw  [TENTER]-Gelect
Figure 5. RAID Level 0 (Stripe)
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ImtcliRY Rapid Storage Tochmology cwborprise - SCU Option ROA - J.6.0.1693

Copyright{C) ZEEEF-11 Iniel Corporation.

|

Hame -

RAID Lewel
I

Strip Size:
Capacitiy:

RAlb 1:

['ThH 1-H=xt

storaqe lechology enterpeise — &l

. ['DFLF.l;'Ig!l't“ ¥ 2803-11 Iwtel Corporation.
=]

Meame: ;

RAID Lewel:
Di ;
Strip Size:
Capacity:

RAlD 18

L T4 1Change

Mirrors

Mirrors

['TAH1-Next

fall Rightz Reserved.
1

I'||]| Tines -F

"" xlect |Il| ks
HH
A8 GH

Create Uolume

data (redundancog) .

[ESC I-Frevious Menw  [ENTER1-Select

I S IE
Flll Rights H:Str"'t-ﬂ 5

Ui e

R IR1OCRA TG 10

Select Dishs
KD

(o3 GE

Create Lo lume

data and ztripes the mirror.

[ESC1-Frevions Menun  [ENTER1-Select

Figure 7. RAID Level 10 (RAID 0+1)
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fapld wtorage Tochnology crborprise - wll Up M- 3.5
Copyr ight (Cy 2883-11 Intel Corporation. htz Beserued .
[ ]

Hame:  Unilwme=E

RAID Lewel: nII?G[E‘r ity

:
Stiri

L

Ra4LD 5: Steipes data and parity.

L T4 1Change [THA 1 Hext  [ESC1-Previous Henn  [ENTER1-GSelect
Figure 8. RAID Level 5 (Parity)

3. After the choice, press <Tab> key (or <Enter> key) to go to the next setting — Disks.

IntelCR)Y Rapid Storage Techmology cnterprize - SCU Option ROH - 3.8.0, 16893
Copyr ight (C) 2883-11 Intel Corporation. A1l Rights RBeserued .
]

MHarme & U luoe=C2
RATDH Lewel: RATDS(Farity)

1268KH
2.4 Gh

Create Lo lome

Press ENTER to select the physical disks to wze,

L1} IChamge [THB]-Hext [ESC]-Previous Henu [ENTER]-Select

Figure 9. Enter Select Disks Menu
4. Press <Enter> key to enter the Select Disks Menu. Follow the hints at bottom of the pop-up menu to
select disks. In this example, RAID Level is set as RAIDS (Parity), so that 3 or more disks need to be
selected. The selected disks will have a green mark on the left side of their Port numbers. After the
choices, press <Enter> key and follow the text on screen to finish this step.
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IntclCR) Rapid Storage Teclmology catcrprise - SCU Option ROA - 3.6 .6, 1653
Copyeight (01 286311 Intel Corporation. @ll Rights Reseruved .
[

Mame=: U lome®
RAID Lewel: RAIDS(Farity
=[

Dreive Model Qor s Dtatus
£l i Hon—RATD

! Hon-—RAlD
o1 e L i 1 Mon—KA LD
JEOIT1HE : i Mom—RalD

: Mon—EA LD
i Mom—RAID
Hown—RA LD

—Lt1}-Prewtaxt [SPACE]-SelectDisk [ENTERI-Done

[ T4 1 hange: [TAH 1 Hext [ESC1-Freviouws Memn  [ERTERI-Select
Figure 10. Select RAID Disks

5. Inthe Strip Size option, use <Up> and <Down> arrow keys to select the wanted stripe size. If you don’t
know which value to choose, follow the suggestion in the HELP text to set the value.
Intel1CRY Rapid Storage Technology enterprize — SCU Option ROM - 3.08.1693
Copyright (C) 2683-11 Intel Corporation. ALl Rights Reserwed
I |

Hame: Lo lumeC

FATT Lewel: A TT
0 z i L Disks
Strip &
Capar ir!,..- 141.6 GE

Create o lumwe

The ol lowing are typical waloues:

AFATTHED 1ZHKH
RATTME KR
RALDS &4kE

LT IChange  UTAEI-Fext.  [ESCI-Frevious Meny  [ENTER1-Select
Figure 11. Select Stripe Size

6. In the Capacity option, either accept the default value, which is the largest possible volume, or type in a
number as the volume size.
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LEY Rapid Storage Technology enterpe ip 3
Copyright (CY 2880-11 Intel Corporation. FI]I E.“ht; h' Frtlt:fi.

Hame:  Ualumef
Ralh Le (IS tFParityd
1 lent Disks

Capacity: [EEEE GH

Craate Lolume

LT84 1Change [THH 1 -Hext  [ESC1-Previous Henn  [ENTER]1-GSelect
Figure 12. Enter Capacity

In the Create Volume Option, when confirmed, press <Enter> key to create the RAID volume. A
warning message will pop up on screen. Confirm if previous data is no longer needed, and press <Y> to
go on creating the new RAID volume, or press <N> to cancel the creation.
pid Stocage T hinm oy enberpeis I\ ] .
ﬂnpl,p' ightC) ..l.l'la—ll [nte]l Corporation, :FI 11 Rights H-ru"nr-i

Hame ! Un lome=E
FAlD Lewel: BAlDS(Pa
Dizk=z: Helect Dis
Str 1:|1 a5 KR
Lajar Lru 141.6

WARNIMG: ALL DATA ON SELE DISK:

firc you surc you want to create thiz volums? (-AHD:

Pre=z FEHTER to create the specificd wolume.

[ 11 1Champe [TaBl-Hext [ESC]-Previous Henuw [EHTER]-Selcct

Figure 13. Confirm to Create RAID Volume

After the RAID volume is created, the Disk/Volume information is displayed in middle of the main

menu, listing the key information such as ID number, Name, RAID level, strip size, volume size, status
and whether this is a bootable volume.
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IntclER) Rapid Storage Technology cnberprise - SCU Option KOM - 3.6.0, 1893

Copyr ight (C) 2883-11 Intel Corporation. A1l Rights RBeserued .

[ i |
3. Reset Disks to Mon-RalD
o Delete RATT Unalmme= ., Exit
L

RAll Uolumes:
[11] Hem o Tewe] Striy Size - Bootahle
L Lo Lt RS Par 1ty) %1 Yeg

Fhysicm]l Devices:
i e Rer s Jize TypersStatusilol 1D)

LTl]-Gelect [ESCI1-Exiif IERTER -5 lect Henn
Figure 14. Disk/Volume Properties

3.1.2 Delete RAID Volume

1. For any RAID volume that is no longer needed, choose 2. Delete RAID Volume and press <Enter> key
to enter the Delete Volume Menu, in order to remove the volume from the Intel” RSTe.
Intz=lCRY Rapid Storage Techwologuy enkerprize — SCU Optiom ROH - 3,88, 1053
Copyright (CY 2083-11 [ntel Cowporation. AlLLD Rights Reserwved .
I |
[ir- i ; Capac ity Status Bootable

Hame = | 5 apai ity ]
HATDS (Farityd 3 141 GGH Horma |

Deleting o woluse will reset the dizks to now-RAID

1IAG: RLL DISE D@TA WILL BE DELETED

[T115elect [ESC]-Previous Menu [DEL]-Delete Uolume

Figure 15. Enter Delete Volume Menu
2. Use <Up> and <Down> arrow keys to select the RAID volume that is no longer needed. Press <DEL>
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key to delete the volume. A warning message will pop up on screen.

Int=lCRY Rapid Storage Techwology enterprize — SCU Optiom ROH - 3,88, 1053
Copyright (Ch 2883-11 [ntel Cowporation. AlLLD Rights Reseruved .
! |
Hame | | Orives Capacity  Status Bootable
Uy | uime: = 1A LIS (P ar ity ) 3 141 .6GH Morma | 1L

Are yon sure gou want to delete "WVolume@™? (6N

Deleting o voluse will reset the disks to wos-RATD

¢ fLL DISE DfTh WILL BE DELETED

[1115elect [ESC]-Previous Menu [DEL]-Delete Uolume

Figure 16. Confirm to Delete RAID Volume

3. Double confirm if data on the volume can be deleted. Press <Y> to go on deleting the RAID volume, or
press <N> to cancel the deletion.

3.1.3 Reset Disks to Non-RAID

This feature is used when specific disk needs to be set back to non-RAID mode. For example, in a RAIDS
volume, if one disk is set to non-RAID mode, this disk can work in pass-through (non RAID) mode, or join
in the configuration of another RAID volume. The RAIDS volume will be in degraded mode due to loss of
this disk, and can be rebuilt if another disk joins this RAIDS volume. This feature is useful when specific
drive needs to be replaced by another one.

1. In the Main Menu, choose 3. Reset Disks to Non-RAID and press <Enter> key to enter the Reset Disk
Data option.
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IntclER) Rapid Storage Techmology cnfcrprizc -

atl) Option ROM - 3.00.8.1893
Copuyr ik -11 Intel Cowpoeat 1oy

iom. ALl Rights Reserwed .
I |

: HAlly U uime 3. FBezet Dizks
[ HEZET Ralh DATA I=-
Resetting BATD disk will

remouye its RATD =tructures
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DI e I'lul.fl. 1

e 8 "-I-H F‘hml-l e Dizk

Gelect the dixk=s that zhould be re=xet.
=[T41-FPreviousfwext [SEPACE]-5elects [ENTER]-Z2election Comple te=

[1)1-Select [ESC]1-Exit [EHMTER]-5clect Hewnu

Figure 17. Reset Disks to Non-RAID
2. Use <Up> and <Down> arrow keys to select the target disk, and press <Space> key to mark the disk
with a green mark on left side of its Port number. Press <Enter> key to reset this disk. A question will
pop up at lower side of the screen.

Inte :Il:iH" I‘rnuu!l uT-rJJ -:ur Tn L]'III{I]EII'.'IU 1:11.?.!:1 pt 1_.r‘ - 5CU Dptiom ROM -
-
Create BalD Uolume . Re: cks to Hon-Rialb
Re=zettimg RATD di: 'I- |..1|'I'I

T its RATD =
and revert 1t

structores
o & mon—HE LD |.|J..J-

Serinl # ize Status
Y r11r-.1 1 i E Memher Disk
SRE Member Disk
"l S5 Hember Disk

Are you suee yoi want to reset BAlD data on selected dizks?

(Y
[TLT1-FrevionsAMHe=t [SPACE]1-Selects [EMTER]1-Selection t'-:f_lhﬁ]'l 1t

LTE]-5elect [ESC1-Exit [EMTER 1-5e lect Menu

Figure 18. Select Target Disk to Reset
3. i

When confirmed, press <Y> to go on resetting this disk to Non-RAID mode. After this, if system

detects both a “Degrade” volume and disk available for rebuilding, a Degraded Volume Detected
window will pop up, asking for selecting a disk to initiate a rebuild
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¥ Rapid Storage Techmdlogy enterprise — o — 3._1¥.
Copyright{C) 28083-11 Iwtel Corporation. A1l Iur;!'rf Reserwved ,

ed” volume and d ; d.
; o rebiulld. e in the opecatimg =

Gelect the port of the destination disk For rebudlding (E3C to s=iti:

I[I Irive Fodel Herial H Hixe
SHHEEL”:SE E?lJEﬂH&El]"?EIEIEIT 13‘&-?65

SUML

[ENTER]-5elect

[Tl]-Select [ESC1-Exit [EHTER]-5clect Hownu

Figure 19. Degraded Volume Detected

4.  Choose an available disk and press <Enter> key to initiate the rebuild, or press <ESC> key to cancel a
rebuild and leave the RAID volume in degrade status. Below screenshots show the RAID volume in

rebuild status or in degraded status.
LE) K echmology enterprise -
Ir1.'|_.q,,|r||:|'|}tl1' ¥ 2EEE-11 Intel |.c|E:pn1'1+||:|1r. -FII'I J‘u’tht, ol o | .
L |
1. Create RATIN U Lvime 3. Rezet Disks Lo Hon=EaA 1Y
2. Delete RATT Ualmnme 4, Exit
- . l 1
AATD Lo lomee=xs :
5 i Size Statuz Bootahkle

m Hame L] Strip
B Uolumed R 1050 Par 1 ty) BAME 141 _6GH Rebulld Yes

Physicml Dewices:
=T | Size TypesStatus(Uol 1D)

Lolumes with "Hebuild™ status will be rebuilt within the operating system.

[t1l]-Select [ESCI-Exit [ENTERI-3elect Menw

Figure 20. RAID Volume Status (Rebuild)
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LAY Rapid wtorage Techmmlogy enterprise — al ] - L L L
Copyright (C) 2880-11 Inkel Corporation. A1l Righis Resereed .
L 1=
1. Create BATD Uslume . Bezet Dizks to Non-HA LD
2. Delete RAID Volume 4. Exit
A - I

RATD Ui 1ome=:s :
I Hmmez Level Strip
Ll Ui L=t RAIDS TP ar1dy) t4RH

E']n_n: ical Devices.

[1}1-Select [ESC1-Exit [EHTER]-5clect Henu
Figure 21. RAID Volume Status (Degrade)
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4 Operating Systems Installation and Driver
Update

This section will focus on the operating system installation on the Intel” C600 series chipset based server
boards, and driver update after the operating system is installed.

4.1 Installing Microsoft Windows*

The following instructions will show how to install a Microsoft Windows 2008* R2 onto a disk in Intel”
RSTe non-RAID or RAID mode. For this example, the following is assumed:
= Intel” RSTe is enabled in the Intel” Server Board BIOS SETUP.

= The optical disk drive is attached to the Intel” Server Board.

Note: Microsoft Windows 2003 * x64 installation onto a disk in Intel® RSTe RAID mode is discussed in next section.

1. Select the desired language, Time and currency format, Keyboard or input method, and
select <Next>.

_:#-Iu

Windows Serverais

.

Entes your kriguage and amer peetenencss oh cick “Nest 6 contire.

Figure 22. Select Desired Language, Time and Input Method
2. Click on <Install now> to start the Windows Server 2008* installation.

Intel’ RSTe User’s Guide 27



28

Operating Systems Installation and Driver Update

¥ Installl win

Windows Server xioe

[nstall now 3

il e koo before. instalivg Wikdows
T COMpETE

= =
gy
Hh“ WA CTAa o prenkors BB ity e et
o P N

Figure 23. Windows Server 2008* Installation

3. Select the desired OS version to install (if prompted) and select <Next>.

Select the aperatng syste=m you wank ko install

T

Whndores Server 1002 R Standard [Full Inctallaticm)
“Windows Server 1008 B Stanclerd [Server Core Installation|

Ao Server 8 prise (Full Installatic
“Windows Server KSR Enterprze (Sereer Core Instalshon]
Windores Server 1008 I Dataceniar [l Inseallata o)
wWindoms Server 2008 B Datacenter (Saneer Core Iretalation)
Windows Web Sarver 2008 A2 [Full Installstion)

Windors Web Sereer 2000 A2 [Gerver Core Inziellebion]

Ce=cnphion;

This option instals the complete installation of Windaws Senver, This instellation indudes the efire

user interface, and it supp orts all of the server roles,

SERE3SEE

T4
FAE
i i
LA
T4
AL
TS
T4

Figure 24. Select Operating System to Install
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4. After reading the license terms select I accept the license terms and click on <Next>.

ﬁ B Install Windowes

Please read the licenss terms

MICROSOFT SOFTWARE LICENSE TERMS il
MICROSOFT WINDDWS SERVER 2008 B2 ENTERPRISE
Thess bCBAcSE TArms 3 an BgrEE'l"l'lEﬂt pebas=pn MicooaT Corparatien I:l:lr Bazsd on
whare you iva, ong of it affilistes] and you. Flasse read them. Thay apply o the
software named sbows, which inchades the media on which wou received i, Fary, The
lermis sl=o apply to any Mico=oft
updakes,
supplaments,

Inkermet-based senicas; and

support services =]

[~ geoept the license termy

AR
Figure 25. Accept License Terms
5. Select the Windows* installation type as Custom (advanced).
@. P Tnsdall Windoves
Which bype of insta llation do wou want?

= Wograde

Upgreche to a newer vermion of Windeys and kesp your fles, sethngs, and programs
_i The option 1o upgrede s anly svailisia whan 3r @aitng variam of Windoest s

wnning. W recoemrend backing ug your flks bafons pou prosceed
custam [advanced
Intall 3 nwm ooy of 'Wiindoies. Thin Sption doas not kl-l.;_' ot files wnarttirgs =nd

_-' programic. The cptian te mako changes b digke and paritiens i avalablo wihem You
sEaft poedr compiter uning the nstabation disc. We recomenen d backed up your hiles
Beafoare you procesd

Hosler e decide

= —
Figure 26. Select Windows* Installation Type
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6. At this point if Intel" RSTe RAID volume is created, the Intel” RSTe driver must be loaded to
continue loading the operating system installation information. Insert the USB drive that
contains the RSTe driver and select <Load Driver>, then select <Browse>.

BT Instodl Windews bl
o
Selest the drlvar ta b fatalied.
Load Dirmeer i

DVD, or LESH flash drive, plaase est & nows

For Ehia o sp.

Bowma | [_oE_]

& requirest CLUTWD dirve deaos diveer 5 mesing F you heve s ever flopees sk, C0,

Bhobe: I thie Viindkows rstallaticn miedia is @ the COOVD drive, pou can @laly e £

Cancal

F ﬂldt LR EI S UL DO PR LW e e sl PRl gLy e LU st

| Brgwse Rescan

f=l

Figure 27. Load Driver

7. Navigate to where the Intel” RSTe driver is located. The correct driver should be highlighted.

If not, please highlight the appropriate driver and select <Next>.

| &7 Tretal Windows
Lalect the drrver bo be anstall=d
1| | L
W Hide drivers that are notcompebble vath hardwesre on thes computer.
B Bessan =3

Figure 28. Select Driver to be installed
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8. The remaining steps are the standard steps to complete the OS installation process.
— et |
g E7 Inatali Windows
! Whiere do you want 10 Install Windows?
Hama Total Sxe Fres: Space | Typa
= Diskcl Linellocated Space L5 GB .5 GB |
" E .':F Deete _f HEgm
s Dnve ":: Exter
D=t |
|
—_— — =]

Figure 29. Follow Standard Windows* Installation Process

4.2 Manual Installation of the Intel® RSTe driver in OS

To install the Intel” RSTe driver manually, select Device Manager in the OS. Below is one of the ways to
access Device Manager:

1. In Windows*, click <Start> and then slect <Control Panel>.
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Figure 30. Open Control Panel

2. Select System and Security.
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Figure 31. Select System and Security

3. Select Device Manager.
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Figure 32. Click Device Manager in System
4. In Other devices, you will find the SAS Controller with a yellow warning symbol.
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Figure 33. Find SAS Controller under Other Devices

5. Right click the SAS Controller and select Update Driver Software.
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Figure 34. Update SAS Controller Driver Software

software.

Insert your USB disk with the driver software and select Browse my computer for driver

B g b=l
B o
i U

Pr | 4 Smarch v vy v sl bt
‘Wirnkdor rl smarch voar arcdtha

e bkl cevvar ack

derCE, LN 5wy desbiedd rhis Feahims i o desins Fedalston miting.

& < Erossn rmy cemgute for diver soffsem
o Loiwte sred reciadl dieee ot rndadl.

Figure 35. Brower Computer for Driver Software
7. Select Browse to navigate where the driver resides.
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B Updste Driver Salbware - S48 Controller

@ i Update Dviver Softwar e - 545 Controller

Birowese for drrver sofbware on your compuber

Saarch For detver software in this location:

| CalsersAdministrator\Doacurments

[¥ [mclude subfolders

<& Let e pick froom a list of devaoe diivers ommy oompaker
This It vall shoew mstalled dreeer softovsee compacitl wikh the deics, ard all diver seftware in
ths same category &= the deyis,

Pk | Cancal |

Figure 36. Navigete to the Driver Software Location

8. Navigate to where the driver is located and select the INF file from the driver folder with that

has the same OS version as the system. Click Install when the system prompts a Windows

i |
g
Would you like to install this device software?

MEmE Inel Storage (ontrolies
(;- Publizher Tntel Comarsticn

[T Aways trustsoftars from "Inted Corporation™. Instal || Cor't Instzl I

P You ohould only sl deiver softsans from publishens wou et Hes can T decida
i ; 2 B

wharh devics soffmere x cafs o irctal?

Figure 37. Confirm to Install the Device Software
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9. After the driver software is installed successfully, click Close.
@ Update Drver Software - Intels CO00 Senes Chipset SAS RAID Controlles |
|1 O Update Driver Software - TntehE 0500 Sere-c Chipoet SAS RATD Contraller

Windows hars successhully updated your driver Seftware
Windoses hes finished inskalling the driver software for this devics

é Irbel® TR Sexies Chipset 545 AAID Co niroller

The hardware you installed will nol work: until you restert your computer.

Figure 38. Successfully update the driver software

10. With the installation of the new driver, the system will prompt a warning to restart the
computer, please select <Yes> to reboot the system.

System Settings Change

l Yowr hardhwars s=tings haws changed. You must restart your compubsr for hese dhenges bo take
effect,

D you want  restart wour computer now?

| Ve I Iy

Figure 39. Restart Computer for Changes to Take Effect

4.3 Installing Microsoft Windows 2003* x64

Microsoft Windows Server 2003* R2 x64 can only be installed to a pass-through disk. The implementation
does NOT support installation to a RAID volume. This is due to the face that RSTe is a StorPort* driver and
the Windows Server 2003* R2 x64 installation disk does not support StroPort*. It supports pass-through
disks to work but a Microsoft Hot Fix* must be applied before StorPort* is fully supported on the
XP*/52003* kenel. Once the HotFix and UI are installed, you should be able to create a volume from the
pass-through disk in the UI.

The following instructions will show how to install Windows 2003 * onto a disk in Intel* RSTe RAID mode.

1. Press <F2> after POST to enter BIOS setup. Advanced > Mass Storage Controller Configuration, disable
the AHCI Capable SATA Controller and set the SAS/SATA Capable Controller as Intel” RSTe.
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Figure 40. Enable RSTe SAS/SATE Capable Controller

2. Press <F10> to save the configuration and restart. Press <F6> after POST to select boot from the CD/DVD
ROM. Of course you can set the CD/DVD ROM as the first boot option in BIOS.

Plazse sebect heot desice:

FRTSHI TRNAD-RI SE-E00 FE21
UG8 Flash Disk 1800
BTHE05TIRE

I8 6 Qlot 0500

I8 & Slot 0501

TBf BE Slnd 0502 T
I8 G Slod 0503 w1372
Estén Sefup

Toand | to sove selectios
EMTER to select bool desice
B o oot using defsalts

Figure 41. Boot from Windows 2003 Installation CD/DVD-ROM
3. It the screen displays Press any key to boot to CD..., press a key.
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4. Watch for the message Press F6 if you need to install a third party SCSI or RAID driver and press <F6>
quickly. If you forget to press <F6> or press it too late, following installation steps will fail.

el Oids: SRETAULD

| Fregs Po O jF wou peed to ipstall & thicd paety SC51 oe HALD dejver, |

Figure 42. Press F6 to Install SCSI/RAID Driver

5. Then the Widows Setup will automatically load files. Watch for the installer to prompt you for the specific
drivers. If you don’t see this prompt, then you must have missed the <F6> prompt in step 4; restart your system
and try again.

1. Insert your floppy disk (it can be left in the drive during boot, but make sure don’t boot from the floppy
disk)
2. Press <S> to get to the driver selection screen.

lindows Setup

Setup conld not det=rmiwne the Lype off one or more mass st
i 11ed in ypour system. or yoo have chosen sy
nf 1y, Setep will Boad su rt o the fol lowing mass

LRNONE>
= Jo specify additiomal =lal adapters, CI-HH drives, or =
k controllers for i

manufactarer , press ;
If you do not have amy device support disks From s mass storage

dewice mamfactur=r,. or Jd ot want T .'|l—..i|.I| addlitional
dewices for nse with Windows,: press ENTER.

A-apecify Additional Bevice ENTER=Contimie  F3=Exit
Figure 43. Press S to Specify Special Disk Controller
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Choose the appropriate driver for the HDD/SDD controller being used by scrolling the up and down keys. Here
we choose Intel” C600 Series Chipset SAS RAID (SATA Mode) Controller.

Windows sctup

Tl have chosen to oconf lgure a SCE ] fdapier for uSse with Windows,

usijmg a4 device =i i art diszk P ded |'|I| A .1||r||||.|-|" manuf acturer,

aelect the SlS Adapter gou want feom the followiteg list, or press
to weturn to the previons =cresn

ENTER=Select FI=Exit

Figure 44. Choose appropriate Driver for HDD/SSD Controller
Press <Enter> to load support for the Intel” C600 Series Chipset SAS RAID (SATA Mode) Controller.

il Eetag

Setup wi ll load support Ffor the following wass storage device(s):

Inkel (H) CHEE Series Chi pERL A5 RAID (SATA wode) Control ler

a1 adapt

nse with Wi

hicch Lpoul F [ : support d
man facturer: press 5,

If wou do ot have any device support di from a mass storamgs
. manul . or do not wank fo y additi |
storage Jices for use with Wimlows, press ENTER.

S=Specify ddditional device ENTER=Contimue F3I=Exit

Figure 45. Load Support for Mass Storage Device
Press <Enter> to set up Windows* installation.
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Windows Seprwsr ZEAJ, Enterprice Editiom Zetup

Welocome to Setup.

swort ion of pramn prepaores Nicrosof
Tn aet mp Windouws now, presas EMTER.

I repair a Windows installation wsing
Recovery Console, 4

[e gquit Eetup without installimg Windows,

Figure 46. Begin Setting Up Windows
9. Press <F8> to accept the Microsoft* license terms and begin the Windows* installation.

FUER ZAA3
EHI EHFE] JIF N,
EM1EHFKI] b8 EDL T WETH

updates .
supre e nen ks .
Internet—hazed seruices, and
support zervices
for Chis soFiu - bin lgzs other

acconpany those ditems . IF so,. the erme
apply.

agres  Eh do not agres H IH=-Haxt Fase
Figure 47. Accept Microsoft* License Terms
10. Here you will find the hard disk, just press <Enter> to install the Windows* on the unpartitioned space.
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Windows Seruer 2003, Enterprize Edition fetup

Ehe UE ¢ bl L.

Te set wp Windows onm the selected item, presa EMTER.

Teo cre a parkition in the wnpartitiomsd space. press C.

I delete the salected partition., pisess D,

HE Ivizk B ac Id B an hus 2 on iaftarf [MER]

Unpartitioned space 152625 ME

9508 ME Disk o dizk [MER]

HH Faptitionl LEST=M]

Figure 48. Existing Partitions and Unpartitioned Space
11. Choose to quick format the partition using NTFS file system by scrolling the up and down keys and press
<Enter> to accept.

Hndows Server 2083, Enterprize Editicn Setup

A new partition for Windows has heen ceeated on

152626 AD Dick B st Id B om bus 2 on iaftor® [ABR].

Thizs pawiituoda st neoWw be Foematie o

he Llow . t & File swsten for the new partition.

Fron the lizt
the Fils system you wamt

Hew tha UP WH A kegs to peleck

.-IIII I.}I:II JII' o I'HII'H.

If wou want to select o different partition For Hindows .
= E%

Format the partitiom usiimg the HTfﬂ File

Figure 49. Format Partition Using NTFS File System

12. Windows* installation will begin automatically.
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Windows Server I083,. Enterprise Edition £

Copwing? insni.sys

Figure 50. Copying Files for Windows* Installation

13. Follow prompts on the screen to customer your own installation.

42

Colllecting
infmatiom

Dymamic
Upediste

Preparing
Installatinn

Ire=t allirig
o] e

AnalzEng
nskskstion
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approimat ely:
2 minutEs

Windows: Sebup

Regional and Lanquage Options
o can cusiomize Windores lor diferscl iegiors ard lenguepss.

Redicral and Language Ophos allow vou bochanpe b vy rnbeis:, dales
i cLanpisg and ks dme ana displeped ''ou can ako &0d cupponi for Sdditonsl
laroisega s and change pol bcslon sl

Tha Standande a-d formialz setting e «et o Exgheh [Uribed Stabes]. amd the
lozshioniis g2l joinisd Shales,

Tocherges theee sellings. chick Cushomize Luetomize

Tl Inpik Larou ages alow ol bo erlal Tl i manp difenen) lnguages, ueing
s vaelp ol npd methods end dsvcss.

o dhedad hesd it languag e ad methoad i LIS kesboai ko

Towiss o1 changs your cunet corhigurstion _ chick Dstsis, Demis |

Figure 51. Windows* Installation
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14. You will be asked to enter your Windows* Name, Organization, Product key as is shown in the following

figures.

Pargomalize Vour 5Sofiwans
: Sahup uzas tha rlmmabon wos monde shoud poseef o camonatze wor Windors
Drrl-l-:: 2ol el

Preqaring
installation ;!é T o 1l P and B Fuing o] pou ¢ onpard oF ok 2ation
-

Mame: i;l:el
Qigarizainr: =]

Figure 52. Enter System Name and Organization

il oues g

Yoy Prodisc By
o Product ey ursou el sdentifies pos copy of 'Windoes

Pleare s gou Licerae doreamed Sdmeidrabos o 'Spsbem Adreidatod bo obde pour
25 pharachar Yobae Losnse product kap. Foe noe piomnalion se= poua produck
packaging

T e o M oo L e Prrcduic| Ky badoea:
Firslemp
ins:alation

Satup will conplete
approzmately:
3 it e=

Figure 53. Enter Microsoft* product key
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‘ H 'l-Ein dows

Collectis -
S ikl Higher performance

ﬂ L

) Freparing
mristallation

setup will compleke In
apnroEmakely -
T4 minpkes

Conprodea] s

Figure 54. Windows* Installing
15.  After finishing the Windows* installation, restart the system. Download the KB932755 HotFix* setup program
from Microsoft* website and install it by double clicking the icon.

Fle Efb Wew Favomes ok Hop

Qeok - O - | F | Foearch [orddes | [ 4 X 8| -

dgdrm=s | ) C:psTe

| Meree = | Skee | Tepe [ Boke MocFied [ Attrbukes |
ZaPBG _PrsTe_Driemrs JGL1_CIM.., Fin Folder L2006 110 AR
FHdvneChE5, enn | T DA npplcetion HZOLZEZIFM B
:M'diniiﬁ-'.-ﬁ-iﬂﬂlh'd'dm... ToakE Applicahon HEH2012 2:a3 FM 8

Figure 55. Install Hotfix* KB932755

16. Follow the software installation prompts as is shown in following figures. After finishing the installation, restart
the system.
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Softwmre Update Tnstallakion Wizard x|

I z3 thiz wizard boinsall the folliwing solbwane update:

Update for Windows x64
(KBO32755)

B efore wouw inzka | iz updobs. wee weco mmend Bal yos

- Back up pour aystem
- Cleze al apen progianms

Yoo mght need toesterl vour comput e Aflen vou complele
thzupdae To conbrue. choks Mesl

Figure 56. Begin the Hotfix* Installation

x
Licenss Agresment I “f

Ly

—_
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!m! WL MUE acceat thi E0IREMANI.
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vl e e pol e, ang of itz sffliate:)| J

ic2ness thie supplement o you, The
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e M iciosol operating suslem ploducts the
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the caftware. Tau map nat Lee il youdo
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Figure 57. Accept Microsoft* License
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Software Update [nstallakion Wizard
U pdating “our Spzlem I._'Lf

]

) Flegse wak whik z2tup inspacts your cuirsnt configuiation, anchives
m% pour currenlt flez and updab=s wour fil=s,

Finzhing nztalisbon

— Dalais

Farfaimihg chEanugp

< Eagh Fizizh Canzel

Figure 58. Updating System
Software Update Installation Wizard

Completing the Update for
Windows =04 (KBD3F2/55)
Installation Wizard

“'od bave succespiuly compleced the KE932755 Sstup
izand

To aoply the changes, the mizard has o restart
whindows. To restail windowe aucomaticalh, cick

Frish |t vou vt In restal later, select the Doorot
resharl mowe checck b, and thee cicks Finsh,

[ Do rat estat nov

Eack Finish = e

Figure 59. Installation Finished and Restart System
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17. Download the Microsoft .Net 3.5* Framework from : i -

Dorssrlad ad Tnstall Progress

Figure 60. Downloading .Net 3.5 Framework*

18. Install the .Net Framework 3.5* with the prompts on the screen.
B ~icrosolt HET Framewsnrk 3.5 SP1 SeEup

Setup Complate .NEt Framework

Figure 61. .Net Framework* Installation Completed
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19. Download the RSTe GUI by searching “Intel” RSTe AHCI & SCU Software RAID driver for Windows*” from
httn://www.intel.com and install the utilitv iata cd.exe from a folder named “GUT” with the screen nrompts as

=18 =]
ek v (3 < (¥ Dtewch | oroders | 3 2 E)| -
| Fares [ ) ClRaTespe_RaTe_rrvers G0_CIM_0L1 0,0 M20-1_Z002 010150 B®

e | tea | Tope | Cialim P cokined | Attrinsan |
! 4438 fpplcation T}z 908 AN &
[] nmtupe lag 1M8 Tzt Dacursant 1 k00 12:27 AN A

Figure 62. Setup Program

Intehi Tnstallabion Framewosrk

Inteld® Rapid Sturag]a Te

Welcome to the Seup P*ﬂ'é.]l'ﬁm

This setup progrem will insksll Tntel® Fapid Storage Tedbnology srbsmrse orbo this computer,

Tt is skrongly rerommendsd that vou exit all programs befors conticuing, Cick Mext ko contin_e,

L T P

Intek® Tnst=ll=bon Frermsanrk

Figure 63. Install Intel” Rapid Storage Technology Enterprise
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intel)
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CapngFle: ExFrogram Fles (B3l Inbzinocdl B Ropd Storaoe Techmology enberprsciuninst
Copwng File: Ed\Frograne Fles (551 Inb=hInoedl B Repid Storaoe Techrology enterprissianingt
Capying File: BT W) S Sy SwONSS difcep . dl

CapEng Fle: EXWaRCOwW Sy stema s dfop O
Tresk Aling Criver: InbelR s CAOD Sevies Chinsst S5 FATD [SATA mods h
s
| | 3
[zl =

IrkelE Inskel skion Framewark

Figure 64. Installation in progress

20. Shut down you system and insert other hard disks which you want to use for RAID configuration (you can also
insert them to the system before all these steps, and choose one of them to install the Windows* operating
system). Restart the Windows* system, then you will find an icon on the bottom right of the taskbar. Double
click it to start the GUI. At first you will only find the hard disk of your Windows* OS.
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Figure 65. Enter Intel” Rapid Storage Technology Enterprise
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21. Click the <Rescan> button and the GUI will scan the system to detect hard disks.

Nisk Properties
ELanE! NS

Typa: SATA dik

Localign: Conbrikar 1. Py 2

Wopr shrage sestem o conhgered for dsts protechon, increassd performance and sohral date sSoeage capsorty,
Wi AN Murthe aphmEEe wEUT N0rage spsham by crsatineg sddtonal wolines, To besgen the prooes, chok "Creame
wodume....

Chick any deves or wolure to capay i proparksa.

Figure 66. Rescan All Available Disks

22. After the scanning process, you will find the newly inserted hard disks on your system. Here the second one in
the figure below is the one with the Windows*, while the first and third are the newly inserted hard disks.
From the right column you can see that the current disk type is SATA disk. Click the Create Volume button to
begin RAID configuration.

CurreEnt SEabug Yaur syetam (@ fanetenng aermalk.

o Rascan | | il Create Vappe.. Ivisk Praperties
: Status; Narresl
[hebaiin s Type: SATE dek

@ i-mhn'lﬂl Location; Conbrodler 1, Fiy ©

i Lecation bypa: Inteensl achvebs LED
w * Irtei R CROD wanies chipeat SAT BLID {SATA mecde] © i| csega: mvaitabln Mark an spars

|| Sizs: 152,230 WO
(L satn ss 10 ) g i
+ M maTa disk (145 GH) C3yatan) Pra-bnck visizhe: Yax

Megotiatad links rata: 3 Ghvs
o Y maTa disk (145 GH) * Cmtmln

R ST Gy 18 configrared tor dars protectien, increased pertrmance and optieal et Seage capaciny.
‘Fomy can Further ophimica yaur storagu spulem by ceskmg addbnral voumas. To Eugin the procsma, chok 'Croata

W leme,. .

i i dEAR0E O WM 1o JRADGy HE propamies,

Figure 67. Create New Volume
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23, Select your RAID controller and RAID Type, here we choose to create a RAID 5. Then click <Next> to
configure RAID 5.

R T
Select Contoller

3. Canfiaure W [rweddR ) CBO0O serius chopsat SAS
o REID (SATa mode] Conkrol ber

Select Wolume Type

I Remai-time dats protection CRAID 1)
e . Protection |
L Oprimized dick parformanca (AAID 0
W Efficient dats Bosting and protection Parformance (NN |
capacty N ]

[RAID 5]

B lar il r.qarnrmarn:etam dala Cambing tres o mora disks 0o oroam o

prabsction (RAID 18] & woluimia thiat uses sbiping with parioy b
mnpbbai oty redursanoy. This allvss
yoda o replace a disk without
nkRrruptn,

Figure 68. Select Controller and Volume Type
24. Select hard disks for RAID Configuration.

T

1. Selack Contigure Volumme = proposed Configuration
2. Canfigare J|  reaema: [V 2500 Ko Array
i
L Salect tha amay ciEks {Minimum e action 4 ‘W ume_0000
riagareed; o Kl 3
W SATA disy on Contraller 3, Phy Z (140 GB) e o L o
[Systam] L = i

= GATA disk on Contralkesr 3, Phy O (149 GB)
B ‘SaTa digk on Contraller 3, Phy 1 (140 GE}

Do ou want ko ke=p dats frem one of the
malm—ted digke?

) Vam: SATA disk on Controller 1, Phy &

Wodumes Siee | Adwsnoesd |
woline Size 280,003 M8
p— Y

&may slgcabon;

15

Hack | m Cil‘lI:MI Ww

Figure 69. Configure New Volume
25. Click <Create Volume> to confirm the RAID configuration.
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T
Proposed Configuration

1. Sedect Confirm Yolume Creation
2. Configure Rewimwye the sebsctesd conhguratson, FA—
D This process could take @ while depending an the ‘u'mume_ﬂ Ao

:
rznber and =ze of the disks, You can orkinue usTg
gther applcations during this time, £l i

m khi

e | RO o | e b

Figure 70. Confirm Volume Creation

26. Virtual Creation completes and it will migrate the date after that, this process will take a long time.
=01 x|

M Sioroge Tegmk 1Y e @

oF Current Status vour systam is functioning rarmrally.
=
'!'.l n.m-'ul d el o uiii l Vnleme Properties a
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Devices Stabus: Migrating data % complate

L ‘ Tntad;  THe wolume was created successfilly.
0 onoe this procass is comphkta, voo wil naed to restart your computer and utilza

 lRF SETA  the pvsilsnie space uming Wirdows Disk Menagemert®, You can cortnus using
cther applications during this tirs.

'ﬁ--. .;Tﬁ
"ﬂEﬂTﬁ
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Figure 71. New Volume Creation Completes
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27. You will find that the current volume properties from the right column of the GUI window. After the new
volume creation, the system will automatically migrating data, it may take a long time due to the storage data.
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Figure 72. New Volume Properties and Data Migration

28. After the RAID migration, restart the system to let the RAID migration take eftect. In case this migration is

from a single disk into a RAID 5, another unallocated disk would show on your Server Manager > Storage >
Disk Manager. You can allocate it as a new disk or use third party disk partition software to merge it with the

system primary disk.
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5 Graphic User Interface Utility in Operating
Systems

This section will focus on Intel” RSTe Graphic User Interface (GUI) Utility installation.
To install the Intel* RSTe GUI Utility, the Microsoft NET 3.5* or above must be installed and enabled.

5.1 Example of .NET 3.5* enabling in Microsoft Windows 2008* R2

Microsoft Window 2008* R2 default installation already includes the installation of NET 3.5*. The
following steps show an example of how to enable it.

1. Clike Server Manager on the taskbar.

* b e, W

Figure 73. Open Server Manager
2. Click Feature in the left column, and then select Add Features in the right column.
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Figure 74. Add Features

3. In the screen below, expand .NET Framwork 3.5.1 Features, select NET Framework 3.5.1 and then
click Install.
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Figure 75. .Net Framework 3.5.1* Feature Installation
4. Click “Install” to confirm the installation of .Net Framework 3.5.1%*,
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Figure 76. Confirm the Installation of NET Framework 3.5.1*
5. Wait for the installation to complete.
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Figure 77. Installation in Progress
6. Click Close to finish the .Net Framework 3.5.1 Installation.
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Figure 78. Confirm Installation Selections

Intel® RSTe GUI Utility Installation

After NET 3.5* or above is installed and enabled under Microsoft Windows*, go to the GUI folder of the
Intel” RSTe software package downloaded from http://www.intel.com . Run the iata_cd.exe file and follow
the steps on screen to finish the installation.

The Intel® RSTe GUI Utility enables the creation and deletion of RAID volumes, as well as other
configuration and management features that the legacy OpROM doesn’t suppott.

Open Intel® RSTe GUI Utility

There are two ways to launch the Intel® RSTe GUI In both cases the UI needs to be launched with Admin
privileges so please right click on the icon and select Run as Administrator.

1. Launch from the desktop icon.
2. Locate application through the Windows* start menu and select Run as Administrator.
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Figure 79. Launch Intel” RSTe GUI
3. Click on <Yes> to continue.
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Figure 80. Accept the Program

5.2.2 Volume Creation

58

The following are some example of some RAID Volume Creations. In the examples the system has been
configured to support Intel” RSTe. There are two SATA drives attached to the AHCI controller. There are
also two SATA drives directly attached to the first two ports of the Intel® C600 chipset based controller, and
an expander connected to the last four ports of the Intel” C600 chipset based controller.
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1. Create 2 Drive RAID 1 Boot Volume

The following example will step through the process of turning a single Boot disk into a 2 drive RAID 1 boot

volume:
1. Select <Create> to begin the process.
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Figure 81. Create New Volume

2. Select the Intel” C600 series chipset SATA RAID Controller, then select Real-time data protection

(RAID1). Finally select <Next> to continue.
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Figure 82. Select Controller and Volume Type

3. To configure the volume, you can first specify the Name of the volume. In this example it has been
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named RAID1_BootVolume. Next select the two drives to be included in the volume. Notice that for
“Do you want to keep data from one of the selected disks” question, <Yes> has already been
selected. Under the Advanced tab you can choose to “Enable volume write-back cache”. Once all of

the desired options have been selected, click <Next> to continue.
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Figure 83. Configure New Volume

4. Under Confirm Volume Creation select Proceed with deleting data then click on Create Volume.
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Figure 84. Confirm New Volume Creation
5. Click <OK> to continue.
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Figure 85. New Volume Creation Completes

6. Under the Volumes section the new Array and RAID Volume are displayed. By selecting the RAID
volume (RAID1 BootVolume), the Volume Properties (to the right) will appear with the current status
and properties of the newly created RAID volume. The Boot Disk has successfully been migrated to a
2 drive RAID1 Boot Volume. The system will now be able to boot from this volume.
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Figure 86. New Volume Properties and Data Migration
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2. Create a 2 Drive RAID 0 Volume

In this example the two SATA drives that are directly connected to the Intel” C600 chipset will be made into
a two drive RAID 0.

1. Select Create Volume to begin.
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Figure 87. Create New Volume

2. Select “Intel” C600 series chipset SAS RAID Controller”, then select the “Optimized disk
performance (RAID 0)” option and then click <Next> to continue.
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Figure 88. Select Controller and Volume Type
3. To configure the volume, you can first specify the Name of the volume. In this example it has been
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named RAID0_DataVolume. Next, select the two drives to be included in the volume. Notice that for
“Do you want to keep data from one of the selected disks™ question, No has already been selected.
The Yes option may be selected if desired. Under the Volume Size, the option to specify the size of the
RAID volume is available. Under the Advanced tab you can specify the Data stripe size and/or
choose to “Enable volume write-back cache”. Once all of the desired options have been selected,
click <Next> to continue.
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Figure 89. Configure New Volume

4. Under Confirm Volume Creation, select Proceed with deleting data (if the option appears)
otherwise, click Create Volume to continue the process.
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Figure 90. Confirm New Volume Creation
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5. Click on OK to finish.
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Figure 91. New Volume Creation Completes
6. Under the Volumes section, the new Array and RAID Volume (RAID0_DataVolume) will appear. By
selecting the RAID Volume, the Volume Properties section (to the right) will show the properly
information of the newly created RAID volume.
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Figure 92. New Volume Properties
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3. Create a 5-Drive RAID 5 Volume

In this example some of the disk drives that are in the attached enclosure will be used to create a 5-drive
RAID 5 volume.

1. Click on Create Volume to start.
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Figure 93. Create New Volume
2. Select the Intel” C600 series chipset SAS RAID Controller and then select Efficient data hosting
and protection (RAID 5) followed by <Next> to continue.
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Figure 94. Select Controller and Volume Type

3. To configure the volume, you can first specify the Name of the volume. In this example, the default
name is used Volume_0000. Next select the two drives to be included in the volume. Notice that for
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“Do you want to keep data from one of the selected disks™ question, Yes has already been selected.
Under the Advanced tab you can choose the Data stripe size, Enable volume write-back cache or
Initialize volume. For a 5 drive RAID 5, the initialization will begin automatically. This is done to
improve the operational performance of the RAID 5 volume. For RAID 5 volumes under 5 disks, the
initialization process will not begin automatically. Once all of the desired options have been selected,
click <Next> to continue.
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Figure 95. Configure New Volume

4. Under Confirm Volume Creation, select Proceed with deleting data (if the option appears)
otherwise, click Create Volume to continue the process.
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Figure 96. Confirm New Volume Creation
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5. Click <OK> to finish.
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Figure 97. New Volume Creation Completes

6. Under the Volumes section, the new Array and RAID Volume (RAIDO_DataVolume) will appear. By
selecting the RAID Volume, the Volume Properties section (to the right) will show the properly
information of the newly created RAID volume.
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Figure 98. New Volume Properties
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5.3 GUI Utility Overview

This section will go over the different part of the UI along with the information that can be obtained and
actions that can be taken.

5.3.1 Devices

Under the Devices portion of the UI (to the left) there are the two controllers; the Intel” C600 series chipset
SATA RAID Controller (when the AHCI Controller is set to RAID Mode) and the Intel” C600 series chipset
SAS RAID Controller.

1. By selecting a controller, the Controller Properties will appear to the right.
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Figure 99. Review Controller Properties
2. By selecting a specific drive, the Drive Properties will appear to the right.
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Figure 100. Review Drive Properties

4]

If the system has an enclosure and that happens to be selected, the Enclosure Properties will appear to

the right.
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5.3.2 Viewing the RAID Volumes in Device Manager

Attached are some screen captures that show what the Window* device manager may display after the RAID

volume has been created.

1. Bring up Computer Management and select Windows* Device Manager. The newly created RAID
volume should be shown under Disk drives.
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Figure 102. Review RAID Volume in Device Manager
2. Under Storage > Disk Management, the newly created RAID volume is now available to format.
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Figure 103. New Volume Online in Disk Management
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5.3.3 Volume Deletion

The following steps through the RAID Volume deletion process.

1.  Select (left mouse click) the RAID Volume to be deleted in the middle under Volumes. Then on the right
side under Volume Properties select Delete Volume.
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Figure 104. Select Volumes to be Deleted
2. Select <Yes> at the warning to complete the process.
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6 Intel” RSTe Command Line Interface (RSTCLI)
Utility Overview

Flag Name Description
C |

RSTCLI is an end user command line utility used to do basic RAID operations on Intel® RSTe enabled
systems. Intel® RSTe supports RAIDO, RAID1, RAIDS and RAID10 volumes. RSTCLI supports creating
RAID volumes through the create mode and managing RAID volumes through the Manage mode. In
addition there are miscellaneous options such as help, status and version.

Options for Intel® RSTe are case sensitive. Both long and short versions of the options are given:
p g p g

Table 3. Intel” RSTe Command Line Interface Utility Options

--create Creates a volume and array if one does not already exist, creates a new
volume on an existing array; used to denote Create Mode

--information Displays controller, array, volume, enclosure and disk information; used to
denote Information Mode

M | --manage ' Manages specific components of arrays, volumes and disks; used to denote
Manage Mode

-m --modify Modifies a volume or an array; used to denote Modify Mode

h | --help | Prints documentation of how to invoke the program

-r --rescan Forces the system to rescan for hardware changes.

-V --version Prints version information

-q --quiet Suppress output for create, modify and manage. This will limit output to error
return codes only. This mode is used to facilitate the use of command line
scripts.

6.1

6.1.1

72

General Usage
The general command line format of the RSTCLI is as follows:
rstcli Joptional mode] <raid-device> [option]{[options]}<component-device>

Note: rstcli.exe is for 32-bit Windows™* operating systems and rstcli64.exe is for 64-bit. For the purposes of
this section, rstcli will be used.

To see all available commands and options enter the following:
rstcli —help
To obtain additional information on a particular optional mode enter the following command:

rstcli [mode] —help

+Create

The create option is used to create RAID volumes. To create a RAID volume, enter the following:

rstcli --create --level x [--size y] [--strip-size z] --name string [--create-from-existing diskId] diskId
{[diskId]}
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Table 4. Create Options

Flag Name

-C --create
Creates a volume and array if one does not already exist. Creates a new
volume on an existing array; used to denote Create Mode.

-E <<host>-<bus>- --create-from-existing <<host>-<bus>-<target>-<lun>>

<target>-<lun>> If data is to be migrated from one of the disks, specify the disk with this flag.
Disk identifier is SCS| address.

- --level

[ -n <Volume name> --name <Volume name>

-S --strip-size

-z <size in GB> --size <size in GB>
Size in gigabytes. This is an optional switch. If switch is not used or size is
specified to 0, then the maximum size available will be used. |

Create Examples:

-C -11 -n Volume 0-1-0-0 0-2-0-0

--create -1 0 -z 5 --name RAID0Volume 0-3-0-0 0-4-0-0 0-5-0-0
-C -1 -E 0-1-0-0 -n VolumeWithData 0-2-0-0

--create —help

6.1.2 Information

The Information option will provide information on arrays, controllers, disks, enclosures and volumes. To
obtain the desired information, enter the following:

rstcli --information --controller|--array|--disk|--enclosure|--volume {[device]}

Table 5. Information Options

Flag Name
-l --information
Displays controller, array, volume, enclosure, and disk information; used to denote Information
| Mode.
-a --array
Lists information about the arrays on the system.
-C --controller
Lists information about the controllers on the system.
L4 | -disk
Lists information about the disks in the system.
-e --enclosure
Lists information about the enclosures on the system.
v ' --volume

Lists information about the volumes on the system when used in Info mode. Stipulates the
volume to act on in Modify or Manage.
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Information Examples:

-I-v Volume

-I-d 0-5-0-0

--information --array Array_0000

--information —help

6.1.3 Manage

The Manage option will be used to manage specific components of arrays, volumes and disks. To perform
the desired management function, enter one the following:

rstcli --manage --cancel-verify volumeName
--manage --delete volumeName

--manage --verify-repair volumeName
--manage --normal-volume volumeName
--manage --normal diskId

--manage —initialize volumeName

--manage --locate disklId {[diskId]}

--manage -—-delete-metadata diskId

--manage --not-spare diskId

--manage --volume-cache-policy off|wt|wb --volume volumeName
--manage --rebuild volumeName --target diskId
--manage --spare diskId

--manage --verify volumeName

--manage -—-write-cache true|false --array arrayName

Table 6. Manage Options
Flag Name

-M --manage
Manages specific components of arrays, volumes and disks; used to
denote Manage Mode.

-x <Volume name> --cancel-verify <Volume name>
-D <Volume name> --delete <Volume name>
-p <Volume name> --verify-repair <Volume name>

Verifies and repairs the volume.
-f <Volume name> --normal-volume <Volume name>
Marks failed volume as normal.

-F <<host>-<bus>- --normal <<host>-<bus>-<target>-<lun>>
<target>-<lun>> Marks failed disk as normal.
-1 <Volume name> --initialize <Volume name>

Initializes the redundant data on a volume.

-L <<host>-<bus>- --locate <<host>-<bus>-<target>-<lun>>
<target>-<lun>> Locates device and blinks the LED.
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-T <<host>-<bus>-
<target>-<lun>>
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Name

--delete-metadata <<host>-<bus>-<target>-<lun>>

-N <<host>-<bus>-
<target>-<lun>>

-P <Volume name>

--not-spare <<host>-<bus>-<target>-<lun>>

Resets a spare disk to available.

--volume-cache-policy <Volume name>

Sets volume cache policy to either off, wt (write-through) or wh (write-
back)

-R <Volume name>

-S <<host>-<bus>-
<target>-<lun>>

--rebuild <Volume name>

--spare <<host>-<bus>-<target>-<lun>>

-t <<host>-<bus>-
<target>-<lun>>

| -U <Volume name>

: -w <true or false>
Manage Examples:
--manage --spare 0-3-0-0
-M -D VolumeDelete
-M --normal 0-2-0-0

--target <<host>-<bus>-<target>-<lun>>
Indicates the pass-through disk for a rebuild.

--verify <Volume name>
--write-cache <true or false>

--manage -w true -array Array_0000

-M -U VolumeVerify

--manage —help

6.1.4 Modify

The Modify option is used to modify volumes and arrays. To perform a modification, enter the one of the

following:

rstcli --modify --volume VolumeName --add diskId {[diskId]}

--modify --volume VolumeName --expand

--modify --volume VolumeName --level L [--add diskld {[diskId]} [--strip-size s]

--modify --volume VolumeName --name n

Table 7. Modify Options

-s <size in KB>

Intef’ RSTe User’s Guide

Flag Name
-m . --modify
-A <<host>-<bus>-<target>- | --Add <<host>-<bus>-<target>-<lun>>
<lun>>
X --expand
1<0,1,5,10> | —level <0, 1,5, 10>

Raid level options are 0, 1, 5 and 10.

-n

--name
--strip-size <size in KB>

Strip size in kilobytes (2210 bytes). Valid for RAID 0, RAID 5 and RAID
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Flag Name
10. Options are 4, 8, 16, 32, 64 and 128.

-V --volume

Modify Examples:

-m -v Volume_0000 -A 0-3-0-0 0-4-0-0
-m --volume ModifyVolume --level 5
--modify -v Volume -n RenameVolume

--modify --help

6.1.5 Rescan

The Rescan option is used to force the system to rescan for hardware changes. To perform a system rescan,
enter the following:

rstcli —rescan (or -r)

6.1.6 Quiet

The Quiet option is used to suppress output for create and manage. This option is not valid for information
mode. To initiate quiet mode, enter the following:

rsteli —quiet (or —q)

6.1.7 Ignore

The Ignore option is used to ignore the rest of the labeled arguments that follow this flag. To use the Ignore
options, enter the following:’

rstcli —ignore_rest (or --)

6.1.8 Version

The Version option will print the version information of the driver, OROM, middleware and rstcli
components that are installed on the system

rstcli —version

This output will resemble the following:
Intel(R)RSTCLI

Middleware Version: <major>.<minor>
Driver Version: <major>.<minor>

OROM Version: <major>.<minor>

6.2 Return Codes

Return codes listed are generalized. Specific details returned will depend on the call being made.
Table 8. Return Codes

Code Return Description
0 SUCCESS Successful completion of request.
1 FAILURE At least some part of request failed.
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Code Return Description

2 INVALID_REQUEST Unrecognized command; request formatted incorrectly.

3 INVALID_DEVICE Request not formatted correctly, device passed in does not exist. Detail
return message will include device identifier and operation. Detail
message will be returned unless --quiet switch is used.

4 REQUEST_FAILED Request was formatted correctly but failed to execute. Detail message
will be returned unless --quiet switch is used.

5 REQUEST_UNSUPPORTED | Request is not supported on this system. Request was formatted
correctly, but is not supported on this system (this would probably
indicate a bug, as unsupported requests should result in an
INVALID_REQUEST return).

6 DEVICE_STATE_INVALID Device specified in this request is not in a state that supports this
operation. Detail message will include device identification and state that
device is in. Detail message will be returned unless --quiet switch is
used.

7 INVALID_STRIP_SIZE Strip size is not supported.

8 INVALID_NAME Name of volume is too long or has invalid characters.

9 INVALID SIZE Size requested is invalid.

10 INVALID_NUMBER_DISKS Number of disks is invalid.

11

INVALID_RAID_LEVEL
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RAID level requested is not valid.
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7 UEFI based RCFGSCU and RCFGSATA Utility

The UEFI based RCFGSCU and RCFGSATA are end user command line utilities used to do basic RAID
operations on Intel” RSTe enabled systems. Intel” RSTe supports RAIDO, RAID1, RAIDS, and RAID10
volumes. RSTCLI suppotts creating RAID volumes through the create mode and managing RAID volumes
through the Manage mode. In addition there are miscellaneous options such as help, status and version.

To use the UEFI based RCFGSCU and RCFGSATA, EFI Optimized Boot option must be enabled in server
board BIOS SETUP > Boot Option > EFI Optimized Boot.

EFT Dgtimized oot [Enabiedl

Figure 106. Enable EFI Optimized Boot in BIOS Setup

After above step, ensure to insert a USB key with RCFGSCU and RCFGSATA included to the USB port on
the server system. Enter UEFI Shell, go to the directory where the utilities are located, and then can run these
commands.

7.1 RCFGSCU Utility Usage
RCfgScu.efi [/?7] [/Y] [/Q] [/C:vol _name] [/SS:strip_size] [/L:raid_level] [/S:vol_size]
[/DS:disk_ports] [/D:vol_name] [/X] [/I] [/P] [/U] [/ST] [/SP] [/V]

/? Displays Help Screen. Other options ignored.
/Y Suppress any user input. Used with options /C, /D, /SP & /X.

/Q Quiet mode/No output. Should not be used with status commands.
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COMMANDS - Only one at a time unless otherwise specified.

/C  Create a volume with the specified name.
/S, /DS, /SS, & /L can be specified along with /C.

/SS  Specity strip size in KB. Only valid with /C.

/L Specify RAID Level (0, 1, 10, or 5). Only valid with /C.

/S Specity volume size in GB or percentage if a '%' is appended.
Percentage must be between 1-100. Only valid with /C.

/DS Selects the disks to be used in the creation of volume.
List should be delimited by spaces.

/D Delete Volume with specified name.

/X Remove all metadata from all disks. Use with /DS to delete
metadata from selected disks.

/1 Display All Drive/Volume/Array Information. /P can be specified.

/P Pause display between sections. Only valid with /I or /ST.

/U Do not delete the partition table. Only valid with /C on RAID 1 volumes.

/SP  Marks the selected drive(s) as spare(s). Use with /DS

/ST  Display Volume/RAID/Disk Status.

/V  Display version information

7.2 RCFGSATA Utility Usage

RCfgsata.efi (or named as RFfgsata.efi) [/?] [/Y] [/Q] [/C:vol_name] [/SS:strip_size] [/L:raid_level]
[/S:vol_size]

[/DS:disk_ports] [/D:vol name] [/X] [/I] [/P] [/U] [/ST] [/SP] [/V] [/RRT] [/Sync]
[/M] [/EM] [/ER] [/ACCEL] [/RA] [/SD]

/? Displays Help Screen. Other options ignored.

/Y Suppress any user input. Used with options /C, /D, /SP & /X.

/Q Quiet mode/No output. Should not be used with status commands.

COMMANDS - Only one at a time unless otherwise specified.
/C  Create a volume with the specified name.
/S, /DS, /SS, & /L can be specified along with /C.
/SS  Specity strip size in KB. Only valid with /C.
/L Specify RAID Level (0, 1, 10, or 5). Only valid with /C.
/S Specity volume size in GB or percentage if a '%' is appended.
Percentage must be between 1-100. Only valid with /C.
/DS Selects the disks to be used in the creation of volume.

List should be delimited by spaces.
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/D Delete Volume with specified name.
/X Remove all metadata from all disks. Use with /DS to delete
metadata from selected disks.
/1 Display All Drive/Volume/Array Information. /P can be specified.
/P Pause display between sections. Only valid with /I or /ST.
/U Do not delete the partition table. Only valid with /C on RAID 1 volumes.
/SP  Marks the selected drive(s) as spare(s). Use with /DS
/ST  Display Volume/RAID/Disk Status.
/V  Display version information
/RRT Create a recovery volume. Only valid with /C. Requires /M.
/Sync  Set sync type for 'Recovery' volume. Only valid with /RRT.
/M Specify the port number of the Master disk for Recovery' volume. Only
valid with /RRT.
/EM  Enable only master disk for recovery volume
/ER  Enable only recovery disk for recovery volume
/EM and /ER actions will result in change from Continuous Update mode
to On-Request.
/ACCEL Specify the volume to accelerate and acceleration mode
vol namel - volume to accelerate
cache vol - the volume to use as cache
mode - "enh" for enhanced, "max" - maximized
/RA Removes the Disk/Volume Acceleration.

/SD  Synchronizes the data from the cache device to the Accelerated Disk/Volume.
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The table below is Storage System Events Detected by Monitor Service (IAStorDataMgrSvc):

Note: NAI = Notification Area Icon. NAI true only if the user selected to receive notification under Preferences in
the Ul

Note: For Email Notify detail, refer to Email Alerting and Notification in Software RAID Functional Support in
Section 2 — RAID Features.

Table 9. Storage System Events

Event
Event Type E:‘e,:: String Displayed -
NAI Event Email
log Notify
Disk Triggered Events
Failed Error Disk on port {n}: Failed. Open the application for | Yes Yes Yes
details.
S.M.A.R.T. | Warning Disk on port {n}: At risk. Open the application for | Yes | Yes Yes
details.
Unlocked Info Disk on port {n}: Unlocked. Yes Yes Yes
Added ! Info Disk on port {n}: Detected. Yes | Yes Yes
Removed Info Disk on port {n}: Removed. Yes Yes Yes
Volume Triggered Events -
Failed Error Volume {0}: Failed. Open the application for Yes Yes Yes
details.
Degraded | Warning Volume {0}: Degraded. Open the application for | Yes [ Yes Yes
details.
Detected Info A new volume was found. Yes Yes Yes
RebuildComplete ! Info Volume {0}: Rebuilding complete. Yes | Yes Yes
VerifyStop Info Volume {0}: Verification complete. Yes Yes Yes
VerifyAndRepairStop | Info Volume {0}: Verification and repair complete. Yes | Yes Yes
MigrationComplete Info Volume {0}: Data migration complete. Yes Yes Yes
InitializeComplete | Info Volume {0}: Initialization complete. Yes | Yes Yes
Unlocked Info Volume {0}: Unlocked. Yes Yes Yes
NotPresent | Info Volume {0}: No longer present on system. Yes | Yes Yes
RebuildStarted Info Volume {0}: Rebuilding in progress. Yes No No
VerifyStarted | Info Volume {0}: Verification in progress. Yes [ No No
VerifyAndRepairStart | Info Volume {0}: Verification and repair in progress. Yes No No
ed
MigrationStarted ! Info Volume {0}: Data migration in progress. Yes | No No
InitializeStarted Info Volume {0}: Initialization in progress. Yes No No
General Events ) -
Server start failed Error Server failed to start. Additional information: No Yes Yes
Event manager | Info Started the event manager. No | Yes Yes
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Event Type

started

Event
Level

String

Event
Displayed

Event Email

NAl log Notify
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